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ABSTRACT: The selective hybridization of DNA is of
key importance for many practical applications such as
gene detection and DNA-mediated self-assembly. These
applications require a quantitative prediction of the
hybridization free energy. Existing methods ignore the
effects of non-complementary ssDNA tails beyond the first
unpaired base. We use experiments and simulations to
show that the binding strength of complementary ssDNA
oligomers is altered by these sequences of non-
complementary nucleotides. Even a small number of
non-binding bases are enough to raise the hybridization
free energy by approximately 1 kcal/mol at physiological
salt concentrations. We propose a simple analytical
expression that accounts quantitatively for this variation
as a function of tail length and salt concentration.

DNA hybridization is the process by which a double
stranded (ds) DNA is formed from two complementary

sequences of single-stranded (ss) DNA. A quantitative
description of DNA hybridization is necessary to predict the
properties and functionalities of DNA. In particular, the
reversibility and high selectivity of DNA hybridization has
been utilized to design supramolecular interactions1,2 in DNA-
coated colloids,3 DNA origami,4 and biosensors.5 The most
common approach to predict the hybridization free energy ΔG
of complementary sequences is based on the so-called “nearest-
neighbor” rules.6,7 In the unified framework of SantaLucia,7 ΔG
is computed using the tabulated free-energy contributions of all
possible (oriented) nearest-neighbor pairs of bases, plus
initiation parameters and contributions due to “dangling
bases”, which are defined as unpaired bases immediately
adjacent to duplex regions.7,8 These models do not explicitly
treat the contribution from additional unpaired bases that are
often present in DNA-nanotechnology experimental de-
signs.2,3,9,10

In this Communication we present experiments and
simulations showing that the hybridization free energy of
DNA is significantly altered when the reactive sequences of
length nhyb are connected to inert tails of length ntail in addition
to the dangling base (Figure 1). The electrostatic repulsion
between the tails and the hybridized section hinders the dimer
formation. The binding weakens upon increasing ntail and the
ionic screening length. At physiological ionic strengths, the
nonspecific free energy shift is enough to compensate the

contribution of a complementary base pair. The observed
effects can be captured by a simple empirical formula capable of
predicting the tail corrections to the SantaLucia estimate of the
hybridization free energies and melting temperatures. Beyond
duplex formation, our findings can be used in other contexts,
for instance to rationalize the influence of tails in toehold-
mediated strand displacement.9a

Using UV absorbance spectroscopy,11 we measure ΔG and
the melting temperature for DNA duplexes with inert tails of
different length (see SI, section S2). The results are
summarized in Figure 2. We consider two topologies in
which inert tails are either attached to the same side of the
assembled dsDNA duplex (T3′5′) or to opposite sides, namely
to the 5′ termini of the DNA (T5′5′) (Figure 1). We choose an
effective monovalent salt concentration of I = 125 mM,10 due
to the presence of 100 mM NaCl and a 10 mM phosphate
buffer at pH 7.5. In Figure 2a, we plot the shift in the
hybridization free energy defined as

δΔ = Δ − ΔG n G n G( ) ( )tail tail
0

(1)

where ΔG0 = ΔG(ntail = 0). We chose to measure δΔG at Tm
0 =

Tm(ntail = 0), where Tm is defined as the temperature where
there are equal amounts of DNA in monomer and dimer form.
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Figure 1. (a) Schematic view and (b) simulation snapshots of two
hybridizing oligomers made of nhyb complementary sequences
(yellow), a dangling term (red), and ntail inert bases (blue). The
dots are a representation of the charged phosphate backbone.
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Adding a small number of inert bases substantially increases the
hybridization free energy. However, for ntail ≈ 5, δΔG saturates
at the constant values of ∼0.6 kcal/mol for the T5′5′ strands and
∼1.3 kcal/mol for the T3′5′ strands. The effect of steric
repulsion overcomes the contribution to ΔG due to the
dangling terms (stars in Figure 2a). A similar qualitative
behavior is observed in Figure 2b for the melting temperature
shift

δ = −T n T n T( ) ( )m tail m tail m
0

(2)

The plateaus correspond to δTm ≈ −3 and −6.5 K for T5′5′ and
T3′5′, respectively.
We preform computer simulations based on a minimal model

of screened charges, representing the backbone of the DNA, to
highlight the role of electrostatics. Oligomers are mapped onto
freely jointed chains with nhyb + ntail + 1 segments of length lseg
= 6.47 Å, corresponding to the distance between two backbone
phosphates. In the dimerized strand, hybridized charges are
located at the native phosphate positions of the dsDNA (see
Figure 1 and SI, section S3.1). We compute ΔG(ntail) using
Rosenbluth Monte Carlo simulations.12 The experimental
results for the T5′5′ architecture (Figure 2a) show a kink at
ntail = 1 due to residual stacking between the first base of the tail
and the dsDNA. Therefore, we compute the excess in ΔG,

δ δΔ − Δ = Δ − ΔG n G n G n G n( ) ( ) ( ) ( )tail ref tail ref (3)

caused by having ntail bases with respect to a reference tail-
length, using nref = 1 and the experimental value of δΔG(ntail =
1) as an input parameter (see SI, section S3.2). The results are
presented in Figure 2a.
Overall the simulations reproduce the experimental results

very well, and the agreement for the plateau value is almost
quantitative. The simplicity of the coarse-grained model, along
with the similarity between experimental and simulation results,
supports the hypothesis that the electrostatic interaction
between the tails and the dsDNA duplex is responsible for
the shift. For the T3′5′ architecture, the effect is further
enhanced by tail−tail interactions.
From our knowledge of δΔG, we can predict the melting

temperature shift as (SI, section S3.4)

δ
δ

≃
Δ

Δ
T n

T G
H

( )m tail
m

0

0 (4)

where ΔH0 = ΔH(ntail = 0) is the hybridization enthalpy for ntail
= 0, which we measure experimentally (SI, section S2.2), but
which could also be estimated using the nearest-neighbor
rules.7,8 Eq 4 would be exact (within the approximations of the
two-state model of melting) if δΔG were evaluated at T =
Tm(ntail) rather than at Tm

0. However, the differences between
δΔG(Tm

0) and δΔG[Tm(ntail)] are much smaller than the
statistical errors; therefore, both forms can be used (SI, section
S2.2). The melting temperature shift derived from the
simulated δΔG using eq 4 is shown in Figure 2b. The
agreement between the simulated and experimental values for
δTm is quite good and almost quantitative for the plateau value.
We now quantify the influence of the specific design of DNA

oligomers on the tail effect. We focus on the most common
T5′5′ architecture. T3′5′ would produce similar results, only with
larger plateaus. In Figure 3a, we present experimental data
showing the dependence of δΔG on nhyb. In a range of values
usually employed when designing reversible supramolecular
interactions, we can see that δΔG is only weakly affected by
nhyb. This indicates that, for the T5′5′ case, tail−tail interactions
are negligible. Tail−tail interactions could play a role for very
high values of nnail, but, as explained in the SI (section S3.5), the
resulting corrections should be negligible. We chose sequences
(SI, section S2.1) for which changes in nhyb affect Tm

0 by less
than 3% (Table S2). Consequently, possible differences in δΔG
due to changes in Tm are well within experimental errors. In
Figure 3b we show the experimentally determined δTm. In this
case, we notice a dependence on nhyb, which is due to the nhyb
dependence of ΔH0, as described by eq 4. In panels c and d, we
show simulation results for δΔG and δTm, which are in good
agreement with experiments. In Figure 3e−h we show the effect
of changing ionic strength from I = 50 to 225 mM, at fixed nhyb
= 7. As expected, at high salt concentration the effect of the tails
becomes small, while at low salt concentration the plateau value
is larger.
The results in Figures 2a and 3a are quantitatively

reproduced by the following interpolating formula,

δ δ δΔ ≥ = Δ − − − Δ
⎡
⎣
⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟
⎤
⎦
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n

G( 1) 1 expfit tail plat
tail

plat
stack

(5)

In I = 125 mM solutions we find, for the T5′5′ architecture,
δΔGplat = 1.15 kcal/mol, nplat = 1.58, and δΔGstack = 0.51 kcal/

Figure 2. (a) Experiments (circles) and computer simulations
(lozenges) of the free energy shift due to inert tails for strands with
nhyb = 9 with T5′5′ (blue) and T3′5′ (red) architectures (see Figure 1
and SI, section S2.1 for the sequences). For the T5′5′ geometry, δΔG is
evaluated at Tm(ntail). Dashed lines are fits with eq 5. (b) Melting
temperature shift for the same strands. The simulated melting
temperatures are extracted from δΔG using eq 4 and the experimental
estimates of Tm

0 and ΔH0 tabulated in SI (Table S1). The dashed lines
are predictions extracted from the experimental fits in panel a using eq
4. Stars indicate the sequences without the dangling ends. The
concentration of both the ssDNA strands is ρ = 5 μM.
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mol (Figures 2a and 3a). For T3′5′ we find δΔGplat = 1.75 kcal/
mol, nplat = 2.17, and δΔGstack = 0.24 kcal/mol (Figure 2a). The
parameter δΔGstack describes the free-energy shift responsible
for the kink in the experimental curves at ntail = 1, which is
almost absent for T3′5′. Equations 4 and 5 can be used to
predict δTm(ntail) for generic ssDNA sequences starting from
the values of ΔH0 and Tm

0 obtained using the nearest-neighbor
rules.7,8 In Figures 2b and 3b, we compare the melting-
temperature shift predicted by this procedure with the
experimental measurements: the agreement is excellent. Figure
3e illustrates that eq 5 can account for the ionic-strength
dependence of δΔG. We find that δΔGstack and nplat are rather
insensitive to the ionic strength. We therefore keep these
quantities fixed at the values fitted in Figure 3a and optimize
δΔGplat to account for the change in the ionic strength. We
obtain δΔGplat = 1.66 and 0.85 kcal/mol for I = 50 and 225
mM, respectively. The values of the fitting parameters δΔGplat,
δΔGstack, and nplat for all cases we tested are tabulated in the SI
(Table S2). In Figure 3f we make use of eq 4 to predict δTm

from the fits in Figure 3e. The agreement with the experiments
is good.
Importantly, eq 5 can be integrated into the nearest-neighbor

phenomenological estimates of the two-state hybridization free
energy.
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